Bench4BL: Reproducibility Study on the Performance of IR-Based Bug Localization

Jaekwon Lee  
SnT, University of Luxembourg  
jaekwon.lee@uni.lu

Dongsun Kim  
SnT, University of Luxembourg  
dongsun.kim@uni.lu

Tegawendé F. Bissyandé  
SnT, University of Luxembourg  
tegawende.bissyande@uni.lu

Woosung Jung  
Seoul National University of Education  
wsjung@snue.ac.kr

Yves Le Traon  
SnT, University of Luxembourg  
Yves.LeTraon@uni.lu

ABSTRACT

In recent years, the use of Information Retrieval (IR) techniques to automate the localization of buggy files, given a bug report, has shown promising results. The abundance of approaches in the literature, however, contrasts with the reality of IR-based bug localization (IRBL) adoption by developers (or even by the research community to complement other research approaches). Presumably, this situation is due to the lack of comprehensive evaluations for state-of-the-art approaches which offer insights into the actual performance of the techniques.

We report on a comprehensive reproduction study of six state-of-the-art IRBL techniques. This study applies not only subjects used in existing studies (old subjects) but also 46 new subjects (61,431 Java files and 9,459 bug reports) to the IRBL techniques. In addition, the study compares two different version matching (between bug reports and source code files) strategies to highlight our observations related to performance deterioration. We also vary test file inclusion to investigate the effectiveness of IRBL techniques on test files, or its noise impact on performance. Finally, we assess potential performance gain if duplicate bug reports are leveraged.

1 INTRODUCTION

In software development and maintenance, debugging constitutes one of the most costly activities [5, 42, 50]. To alleviate debugging costs, the research community is striving to produce approaches and tools for automating various tasks. Among these tasks, bug localization [16, 25, 34, 35], i.e., the process of locating program elements which contain bugs leading to abnormal behavior, is a well-studied field. Bug localization leverages information such as issue reports [4] and stack traces describing a bug and its symptom, as well as possible reproduction steps, to identify which source code files, classes, functions, or code chunks are relevant to the bug.

The literature of bug localization proposes several approaches which leverage Information Retrieval (IR) techniques [7, 9, 15, 27, 28, 38] to identify potential bug locations by processing textual bug reports and source code files. Such approaches produce a ranked list of files where highly ranked files are supposed to be most likely to contain the reported bug. As Parnin and Orso pointed out, based on a developer survey, developers are strongly sensitive to the performance of such debugging tools: they do not find the tool useful when it does not help pinpoint the root cause of the bug early in the output ranked list [33].

State-of-the-art IR-based bug localization (IRBL) approaches are reported in the literature with increasingly high accuracy scores. Nevertheless, their benchmarking has not yet reached the level of maturity that is now required in several other sub-fields of software engineering. Our work contributes towards this maturity by (1) exploring a comprehensive evaluation of existing techniques with new large-scale datasets, (2) performing a reproducibility study on the performance of state-of-the-art techniques, and (3) investigating potential directions for improving IRBL performance (e.g., by matching the version of a bug report with source code files, assessing the impact of test file inclusion, or applying IRBL on duplicate bug reports).
Overall, this paper makes the following contributions:

- **A Reproducibility study with new subjects**: We examine potential overfitting scenarios by investigating the difference in performance when applied to the limited set of common (old) subjects used by most studies [37, 44–46, 52, 53] in the literature, and when applied to new subjects.
- **An Empirical Assessment of the impact of IRBL execution configurations**: Our study varies several different execution strategies of IRBL techniques to show the performance of the techniques in different evaluation environments such as version matching strategies and test file inclusion.
- **A Comprehensive benchmark for bug localization**: Finally, we package our datasets and detailed reproduction study results of state-of-the-art approaches into a new benchmark, BenchIRBL1.

Our findings include:

1. The performance of IRBL techniques is actually higher than what is reported in the literature. We further show that experiments in the literature are also flawed since they were often performed on out-of-sync versions of the source code.
2. While the differences in performance among the state-of-the-art techniques become less apparent with our large dataset, there is a high variability of performance across projects.
3. In contrast to the common belief of the community [45], excluding test files is not necessary for the evaluation of IRBL techniques.
4. Merging duplicate reports may achieve the performance gain.
5. There is still room to improve the performance of IRBL.

The remainder of this paper is organized as follows. After explaining the background of IR-based bug localization and the motivation of this paper in Section 2, we describe the design of our study in Section 3. Section 4 illustrates, interprets the study results, and provides take-away messages for prospective users and researchers of IRBL. Section 5 discusses additional issues. After surveying the related work in Section 6, we conclude with directions for future research in Section 7.

## 2 BACKGROUND & MOTIVATION

Bug/Fault localization is a software maintenance activity in which a maintainer examines symptom information submitted by users, or obtained by running test cases, to locate suspicious resources (e.g., source code, configuration or data files) in a project. There are two leading research directions on bug (fault) localization, namely spectrum-based fault localization [1, 2, 10, 47] and IR-based bug localization [37, 44–46, 52, 53]. In the former, probable locations of faults are identified by computing ranking metrics, generally based on similarity coefficients and statistical techniques, on succeeding and failing test execution traces. In the latter, on the other hand, approaches only leverage source code information and bug report text to identify suspicious files using IR techniques such as Latent Dirichlet Allocation (e.g., [25]), Vector Space Model (e.g., [53]), Latent Semantic Analysis (e.g., [8]), Clustering (e.g., [24]).

IRBL techniques [37, 44, 46, 52, 53] are commonly known to exhibit low cost and to be scalable in practice since they require static information and, besides the bug report and the source code, they have no other external dependencies.

When evaluating IRBL techniques, many studies first collect ground truth data, which consist of bug reports already fixed by developers and the corresponding change set (i.e., files changed to fix a bug). Then, they apply the IRBL technique on this dataset and compare output results against the ground truth. The followings are common metrics used in most studies to assess an approach’s performance:

- **Precision**: Also more accurately referred to as Precision@k, this metric represents an estimation of how many files are correctly recommended within given top k files. It is computed as follows:

  \[ P(k) = \frac{\text{# of buggy files in top } k}{k} \]

- **Recall**: Also more accurately referred to as Recall@k, this metric estimates how many files are correctly recommended within given top k files over the actually fixed files by a developer for a given bug report. It is computed as follows:

  \[ R(k) = \frac{\text{# of buggy files in top } k}{\text{# of actually fixed files}} \]

- **Average Precision (AP)**: The average precision of a given bug report aggregates precision values of several positively recommended files as:

  \[ AP = \frac{1}{N} \sum_{i=1}^{N} P(i) \cdot \text{pos}(i) \]

  where \( N \) is the number of ranked files by an IRBL technique, \( i \) is a rank in the ranked list of recommended files, \( \text{pos}(i) \) indicates whether the \( i \)-th file in the ranked list is a buggy file (i.e., \( \text{pos}(i) \in \{0, 1\} \)). For example, \( AP = 0.5 \), for a bug report with \( k \) actually fixed files, implies that an IRBL technique can make correct recommendations with 50% of probability within top \( k \) recommendations.

- **Mean Average Precision (MAP)**: The MAP is computed by taking the mean value of AP values across all bug reports:

  \[ MAP = \frac{1}{M} \sum_{j=1}^{M} AP(j) \]

  where \( M \) is the number of all reports. \( AP(j) \) is the average precision of report \( j \). If \( MAP_{\text{max}} \), at least one file is likely to be a correct recommendation for every \( \frac{1}{M} \) files in the ranked list.

- **Mean Reciprocal Rank (MRR)**: This measure computes the mean value of the position of the first buggy file in the ranked list recommended by an IRBL technique, following this equation:

  \[ MRR = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{f \text{-rank}_j} \]

  where \( M \) is the number of all bug reports and \( f \text{-rank}_i \) means the position of the first buggy file in the ranked list for the \( i \)-th
We motivate this work as a contribution to the community for boosting the research on IR-based bug localization. We have indeed identified two key issues with the current state of research in IRBL, which justify a thorough reproducibility study for understanding which techniques indeed perform well and how the performance of such techniques can be realistically improved:

**Performance of IRBL techniques is not solidly established:** IRBL research has produced a number of state-of-the-art approaches in recent years. Unfortunately, performance assessments often focused on the same old and limited set of projects (such as old versions of JDT, AspectJ, etc.). Wen et al. [45] have also raised several threats to validity on the recorded performance: there could be some overfitting in the models due to some subject selection bias; and given the limited datasets, the data could be of poor quality to draw conclusions in the sense that they may not include interesting bug cases.

*There are few perspectives on how to improve existing techniques:* Most approaches in the literature focus on tuning the algorithms to gain fractions of precision performance points. In this work, we attempt to show that there is more room to demonstrate or improve the performance of techniques by consolidating the input data. For example, we investigate the consistency of project version with the bug report when applying IRBL techniques since buggy files would help bug localization with IRBL techniques. In addition, duplicate bug reports may help us identify which features in bug reports are effective for IRBL techniques.

### 3 STUDY DESIGN

Our reproduction study explores different experimental scenarios to address the following research questions:

- **RQ1:** To what extent do IRBL techniques perform on up-to-date subjects?
- **RQ2:** What is the impact of version matching on the performance of IRBL techniques?
- **RQ3:** To what extent are IRBL techniques sensitive to the inclusion of test code files?
- **RQ4:** What potential performance gain can be reached by leveraging duplicate bug reports?

The objective of RQ1 is to (1) reproduce the results of IRBL techniques with the outdated subjects from the literature and (2) produce another set of results of the techniques with larger and recent subjects collected from active projects. With these two objectives, we can eventually establish whether some performance results recorded in the literature were actually over-fitted to a specific set of subjects.

Throughout RQ2 and RQ3, we investigate how IRBL techniques perform under different execution settings. Our study first (RQ2) compares two different version matching strategies: (1) assuming that an IRBL technique identifies files in a single version of the target program for all bug reports and (2) each bug report corresponds to a specific version of the program. Second (RQ3), we give two different search spaces to IRBL techniques: source code files with and without test files.

RQ4 aims at estimating the usefulness of duplicate reports for IRBL. Since duplicate reports contain different descriptions for a single bug, they could help improve performance.

To answer these research questions, we selected IRBL techniques whose implementations were readily available and usable (cf. Section 3.1). We then collected data from a large and diversified set of open source projects (cf. Sections 3.2 and 3.3); the dataset is publicly available at Bench4BL (https://github.com/exatoa/Bench4BL). In Sections 3.4 and 3.5, we define execution strategies for IRBL techniques to evaluate them in various configurations.

#### 3.1 IRBL Techniques

We identified six recent state-of-the-art techniques that target Java projects:

- (2012) - BugLocator [53] leverages similar bug reports that have been previously fixed and relies on revised Vector Space Model (rVSM) for the recommendation.
- (2013) - BLUiR [37] extracts code entities such as classes, methods, and variable names from bug reports and leverages them to localize files.
- (2014) - BRTracer [46] analyzes stack traces shown in bug reports to improve bug localization accuracy.
- (2014) - AmaLgam [46] analyzes stack traces shown in bug reports to improve bug localization accuracy.
- (2015) - BLIA [44] utilizes revision history in addition to similar reports and code entities.
- (2016) - Locus [45], the most recent technique, leverages code change information.

We select the above six techniques because they are frequently adopted to perform comparative studies against each other. Locus is one of the most recent techniques and its evaluation compares with BRTracer, BLUiR, and AmaLgam. The work of BLIA compares its performance with BugLocator, BLUiR, BRTracer, and AmaLgam. In the work of AmaLgam, the authors evaluated its performance comparing with BugLocator and BLUiR. The performance of BRTracer and BLUiR are compared with BugLocator in their work.

**Default parameters:** We use the default parameters in the literature by the approach authors for their assessment experiments. As recent IR-based studies [12, 32] pointed out, configuration and parameters of each IRBL technique might have a significant impact on the performance of bug localization. Since our goal is to reproduce the techniques and their results without any modification, we use the same configuration and parameters specified in each paper. If there are multiple configurations or parameters are available, we take the best one that was reported to outperform other settings. We provide more details in Section 6 for these techniques.

Specifically, we leverage the following configurations and parameters. For BugLocator, our setup includes the use of the revised Vector Space Model (rVSM), similar bug reports, the weighting factor $\alpha$ (for similar reports) of 0.3, and a logistic function as the length function. In case of BLUiR, we utilize TFIDF with term frequency...
parameter \( k_1 = 1.0 \) and document scaling factor \( b = 0.3 \), select the Krovetz stemmer, enable exact identifier name indexing and code structure modeling, and leverage similar bug reports. The execution setup for BRTracer leverages rVSM and similar bug reports. For AmaLaGm, we use the same setup with BugLocator since the technique is based on BugLocator. This technique takes two additional parameters: version history length \( k = 15 \) and composer component ratio \( b = 0.3 \) by default. In case of BLIA, its configuration uses rVSM and three control parameters \( \alpha = \beta = 0.2, \gamma = 0.6 \) by default as specified in [52]. For Locus, we use VSM and control parameter \( \lambda = 0.5 \) by default. Refer to the corresponding papers for the specific techniques for more details of each parameter.

In addition, we run the above six techniques with the following environment: the machine that has an eight-core with 3.6GHz Intel processors and 16GB memory, and the 64-bit Ubuntu 16.04.

### 3.2 Subjects and Data Extraction

The first part of Table 1 lists 46 open source projects, denoted as new subjects collected for our study and which are (1) written in Java, (2) with publicly available bug reports, and (3) having at least 20 source code files in one of its version. We applied these criteria to the projects of Apache\(^2\), Spring\(^3\), and JBoss\(^4\); we selected those software communities since they are the largest ones with projects written by Java and well-managed together with issue tracking systems such as Jira\(^5\).

In addition, we consider projects commonly used in the literature of IRBL [37, 44, 46, 52, 53] as listed in the second part of Table 1 as old subjects. Since the previous studies have used slightly different data sets from each other, we collect the union set of reports and source files as long as those data are available. Note that we have collected bug reports and source code files for Eclipse JDT and PDE instead of Eclipse itself since the repository of Eclipse is now separately managed for each sub-project [45]. Although additional benchmarks are available in [11, 14], we focus on existing subjects widely-used in IRBL studies.

In accordance with the settings of previous studies [37, 44–46, 52, 53], we collect only source code files (i.e., `.java` files) from each subject. As shown in Table 1, 61,431 files are collected from 46 new subjects and 19,475 files from five old subjects. Note that the number of files is computed for the version with the maximum number of source files for each subject: the actual number of files could be different for each specific version (cf. Section 3.4 for multi-version collection details).

For each subject in Table 1, we collect bug reports from the corresponding issue tracking systems (ITS). Among all reports available in an ITS, we only select bug reports that are explicitly classified as “Bug” by developers and marked as FIXED with explicit file changes, yielding 9,459 reports from the 46 new subjects and 588 reports from the five old subjects. From each collected bug report, we extract information only when it initially submitted, i.e., summary (or title), description, and reporter. We leave out extra information such as comments.

---


\(^3\)Spring, [https://spring.io/](https://spring.io/)

\(^4\)JBoss, [http://www.jboss.org/](http://www.jboss.org/)

\(^5\)Jira, [https://www.atlassian.com/jira](https://www.atlassian.com/jira)
reports but there might be no false positives. Overall, we collected 807 duplicate report pairs\(^6\) for the new subjects and 136 pairs for the old subjects. Note that duplicate reports often are not attached with fixed files since those reports tend to be classified as duplicates before linking source files to change. Thus, we assume, when using for our experiments, those duplicate reports have the same set of files that the master reports have changed to fix the bugs.

### 3.3 Bug Linking

To build experimental ground truth we must link every fixed bug report with the associated files where the fix is performed. The correct link information is crucial for evaluating bug localization techniques since the techniques rely on the link information in their performance evaluation. The researchers of most IRBL studies also collected the link information between bug reports and source code commits to evaluate the techniques.

![Example of link information (commit ID of a project repository) shown in a bug report.](image)

![Example of link information (bug report ID of an issue tracking system) shown in a commit log message.](image)

**Figure 1: Examples of two bug linking methods.**

Although there exist other more advanced approaches to bug linking (e.g., ReLink [49], MLink [31], and RCLinker [21]), we do not consider them to avoid their performance limitations [6]. Wu et al. [49] reported relatively high precision results for half of the subjects, but their technique showed lower precision (0.682–0.858) for another half. Although MLink [31] achieved a higher precision than ReLink, its evaluation was performed a limited number/size of subjects. This limitation is also discussed in [21] with an evaluation of additional subjects; its precision values range from 0.3 to 0.785 (average: 0.564). RCLinker [21] achieves 0.509 precision on average. Due to the low precision, we cannot adopt the bug linking techniques in our study. The six IRBL techniques used in our study did not leverage the above approaches to avoid many false positives.

In this study, we only use explicit links in bug reports and commit log messages since our goal is to avoid false positives (a link between a report and file but they are not actually relevant) and to allow false negatives (missing links). Developers often put link information in bug reports and commit logs to keep track of bugs and corresponding source code changes [20]. They use explicit IDs to identify bug reports and code commits. Figure 1a shows an example of a commit ID recorded in a bug report. Most issue tracking systems provide a feature to explicitly designate commit ID (with a hyperlink). In case of commit logs, developers manually write bug report ID in its message in a specific format as shown in Figure 1b.

We extracted link information in bug reports, which is explicitly provided by an issue tracking system. The subjects listed in Table 1 are all managed by Jira. Thus, we collected bug reports written in Jira’s format and we identified commit IDs after parsing them. If a bug report contains a designated commit ID, we link the source code files (in this study, “*.java” files) to the bug report. When multiple commit IDs are recorded in a single bug report, we use the latest commit ID to link source code files.

When identifying bug report IDs in a commit log, we use a regular expression. Bug report IDs of the subjects are often recorded in a format of “PROJECT-###”, which can be detected by a regular expression. If there are multiple IDs, we use the first occurrence as the bug report to link source code files in the commit.

### 3.4 Version Matching

Bug reports are submitted by users in reference to specific project versions. In most cases, the target version of the bug is the most recently released version at the time of submission. When attempting to localize potential buggy files relevant to a given bug report, it is necessary to clearly define a search space of the project files. If version information is not correctly specified, the result of a bug localization technique becomes useless.

In this study, we apply two different strategies of version matching: **single version matching vs. multiple version matching**. In the single version matching strategy, a bug localization technique assumes that the search space of potential source code files is the latest version of a software project as shown in Figure 2a. This strategy makes the search space simple. Thus, most bug localization studies have used this strategy in their evaluation. The work of the six techniques adopted in this study also used this strategy in their own evaluation. With multiple version matching, a bug localization technique constructs a set of files of the version specified in a bug report as the search space. Thus, different bug reports correspond to different sets of source code files as shown in Figure 2b.

![Single version matching strategy.](image)

![Multiple version matching strategy.](image)

**Figure 2: Two version matching strategies used in this study.**

Since previous studies did not implement multiple version matching, we perform the following procedure to determine which version corresponds to each report: (1) we collect all tagged version releases for each subject, then (2) we check, for each bug report, that it specifies the release version(s) that are concerned by this bug. When several versions are listed, we consider the oldest one. If there is no version specified in a bug report, we ignore the report. Note that the numbers in "# Bug reports" in Table 1 indicate the number of bug reports with explicit version information. For old subjects, version matching is not applied since many major

---

\(^6\)The number of pairs and duplicate reports are different since some duplicate reports can be grouped by a master report as explained in Section 3.2.
releases associated with reports used in previous studies are no longer available.

### 3.5 Test File Inclusion

This study uses two different strategies for search space construction: (1) with test code files and (2) without test files. Most IRBL techniques select the first strategy: a bug localization technique scans all source code files (e.g., "*.java") in a target project to create a search space. Among the six techniques adopted in this study, only Locus [45] does not include test code files. The technique excludes test code files since the authors assumed that test files are not the target of bug localization. Specifically, the authors stated that the inclusion of test files may cause bias or noise since some test files contain specific bug identifiers and they are created after the bug is fixed. Note that this situation happens only when using single version matching.

To prepare the search space without test code files, we use the following procedure: (1) filter out files if its path contains ".../test/..." or ".../tests/...", and (2) exclude source code files if its file name ends with "...Test.java". Although this procedure may cause false positives (i.e., non-test files can be excluded) or false negatives (i.e., test files can remain in the search space), most projects in the subjects listed in Table 1 follow the path and file naming rules and the above procedure can be effective.

### 4 ANALYSIS RESULTS

#### 4.1 Baseline Performance

We apply each considered IRBL technique to every subject listed in Table 1, and check the output ranked list of source code files identified as potential bug locations against the collected ground truth dataset previously collected from the subjects. As described in Section 3.1, we use the default parameters specified in the original work of the six IRBL techniques.

![Figure 3](image-url) Distribution of MAP/MRR values of subjects for each technique: All (old/new) subjects listed in Table 1 with single version matching and test files included.

Note that the performance values shown in Figure 3 are measured with the following setting: (1) all subjects (old + new) listed in Table 1, (2) single version matching strategy, and (3) including test code files. This setting is similar to the configurations used in the evaluation of the six techniques described in Section 3.1 (cf., Locus does not include test files by default).

We measured the performance (MAP and MRR) by applying each IRBL technique to each subject. Figure 3 shows the overall distributions of MAP and MRR for each technique. MAP values of all techniques are ranged from 0 to 1. While BLUIR and AmaLgam have higher outliers, BLIA has the best top value (0.774 of the IO subject). The average values are 0.37, 0.39, 0.37, 0.38, 0.36, and 0.36, respectively (in sequence of BugLocator, BRTracer, BLUIR, AmaLgam, BLIA, and Locus). MRR (Figure 3b) values are also ranged from 0 to 1. The average values are 0.50, 0.52, 0.47, 0.48, 0.49, and 0.47, respectively (with the same sequence of MAP’s average values).

In spite of small differences observed above, none of the six techniques substantially outperforms the others, all presenting a tight range of MAP and MRR values; the median values of MAP and MRR are ranged as 0.350 – 0.380 and 0.430 – 0.516, respectively.

From the perspective of practice, users of IRBL techniques can expect a similar performance by using any of the six techniques. Although each technique yields better performance for some projects (MAP: 0.6 – 0.75 and MRR: 0.75 – 1.0), it is not feasible to figure out whether an IRBL technique works better for a specific project without prior knowledge. This encourages to characterize project characteristics and investigate the sensitivity of IRBL techniques on the characteristics.

In addition, the overall MAP and MRR values suggest that the field of IR-based bug localization still has much room for improvement from the research perspective. Despite recent efforts in bug localization, 35 – 50% precision and recall values (even for file-level) might not acceptable to practitioners. Further investigation should include (1) the characteristics of those projects for which the IRBL techniques ineffectively perform, (2) the acceptable level of performance to users, and (3) effective granularity of localization.

![On the need for a further analysis](image-url)

There are no significant differences, in terms of performance, among the six investigated IRBL techniques. A thorough analysis of the limitations can reveal various opportunities for research directions for improving the state-of-the-art.

#### 4.2 RQ1: Subject Groups

To compare the performance of the techniques between old and new subject groups, we compute MAP and MRR values for each subject. Our results are summarized in two different ways: (1) Table 2 summarizes the results of each technique assuming all the bug reports are aggregated into a single (virtual) project and (2) Table 3 shows individual performance values each pair of project and technique. In the single virtual evaluation setting, we compute MAP and MRR values assuming all bug reports are in a single project. In the latter setting, the values are computed by each project. Therefore, the average MAP/MRR values in Table 3 are different from the values in Table 2. In Table 2, we use Mann-Whitney U test [26] to find out whether the differences are significant. This statistical test is also used for comparing the average of the following experiments. In Table 3, the highest MAP and MRR values for each subject across the
six techniques are highlighted by background color and bold-face font.

Table 2: Summary of MAP/MRR of IRBL techniques for old and new subjects in Table 1 (aggregated results with single version matching and test files included).

<table>
<thead>
<tr>
<th>Technique</th>
<th>Old (Single Ver.)</th>
<th>New (Single Ver.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BugLocator</td>
<td>0.6292 0.3985</td>
<td><strong>0.3052</strong> 0.4223*</td>
</tr>
<tr>
<td>BRTracer</td>
<td>0.2645 0.3664</td>
<td><strong>0.3330</strong> 0.4690*</td>
</tr>
<tr>
<td>BLUiR</td>
<td>0.3102 0.4556</td>
<td><strong>0.2881</strong> 0.3869*</td>
</tr>
<tr>
<td>Amal.gam</td>
<td>0.2950 0.4072</td>
<td><strong>0.2906</strong> 0.3899*</td>
</tr>
<tr>
<td>BLA</td>
<td>0.2935 0.4242</td>
<td><strong>0.3014</strong> 0.4155*</td>
</tr>
<tr>
<td>Locus</td>
<td>0.2641 0.3399</td>
<td><strong>0.3280</strong> 0.4140*</td>
</tr>
</tbody>
</table>

* p-value < 0.05, ** p-value < 0.01, > increased, < decreased.

Note that we use the single version matching strategy (see Section 3.4) and include test code files in the search space (see Section 3.5) in this experiment for RQ1. These experiment strategies are common to the original studies of six IRBL techniques we used in our study except for Locus [45]. This setting might be vulnerable to recommending files that did not exist when a given bug report was submitted.

As shown in Table 2, the six techniques differently perform between old and new subjects at the level of bug reports. In cases of BLUiR and Amal.gam, both MAP and MRR values for new subjects are lower than those of old subjects. BLA’s MRR is also lower for new subjects than those of old subjects. For other cases, MAP/MRR values are higher for new subjects. BLUiR shows the best MAP/MRR on average for old subjects while BRTracer achieves the highest MAP/MRR values on average for new subjects for project-level performance (see Table 3). Locus yields the best MAP for 17 individual projects (16 of new and one of old) and BRTracer takes the top MRR values for 21 of 20 of new and one of old) individual projects.

The results imply that IRBL techniques are actually not overfitting to old subjects. While the previous studies tend to (re-)use the same outdated subjects, we find that the community should turn to up-to-date subjects to describe the performance that developers could find relevant.

One of the potential reasons of better performance of the new subjects is that developers tend to write source code more with user languages; Our conjecture is that the developers of recent projects may use user-friendly words for identifiers in source code. Thus, token distributions of both bug reports and source code could be more similar.

### On the use of old vs. new subjects

IRBL techniques generally yield better performance on recent subjects. To assess the actual improvement that is reached by state-of-the-art approaches, we recommend that researchers should use up-to-date subjects.

### Table 3: MAP/MRR for each subject listed in Table 1 (project-wise results with single version matching and test files included).

<table>
<thead>
<tr>
<th>Subject</th>
<th>BugLocator</th>
<th>BRTracer</th>
<th>BLUiR</th>
<th>Amal.gam</th>
<th>Locus</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agerpas</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
<tr>
<td>Zazzle</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
<tr>
<td>SOQ</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
<tr>
<td>Bonefish</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
<tr>
<td>Jot</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
<tr>
<td>SW</td>
<td>0.6292</td>
<td>0.3985</td>
<td><strong>0.3052</strong></td>
<td>0.4223*</td>
<td>0.3985</td>
<td>0.4223*</td>
<td>0.3985</td>
</tr>
</tbody>
</table>

For each subject, the highest MAP and MRR values are highlighted by blue ($$\text{blue}$$) and green ($$\text{green}$$) background, respectively, with bold-face font.

### 4.3 RQ2: Impact of Matching Bug Report with Code Version

We utilize the version matching strategies described in Section 3.4 to investigate the impact of using a consistent code version with regards to a given bug report in order to accurately locate bug files. We applied version matching only to new subjects, unfortunately, due to the limited availability of version releases in old subjects.

Table 4 provides the summarized results for two different strategies: single and multiple version matching. All six IRBL techniques show higher MAP and MRR values when applying multiple version matching. The performance improvements are even statistically significant for all techniques. The improvement of MAP is ranged from 0.0661 (BugLocator) to 0.0928 (Locus) and that of MRR is from 0.0836 (BRTracer) to 0.1084 (Locus).

---

Table 4: Summary of comparison between single vs. multiple version matching strategies (aggregated results with test files included).

<table>
<thead>
<tr>
<th>Technique</th>
<th>New (Single Ver.)</th>
<th>New (Multiple Ver.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BugLocator</td>
<td>0.3921 0.4223</td>
<td>0.3737** 0.5075**</td>
</tr>
<tr>
<td>BRTracer</td>
<td>0.3330 0.4690</td>
<td>0.3922** 0.5226**</td>
</tr>
<tr>
<td>BLUR</td>
<td>0.2881 0.3869</td>
<td>0.3623** 0.4802**</td>
</tr>
<tr>
<td>Amalgam</td>
<td>0.2906 0.3899</td>
<td>0.3657** 0.4840**</td>
</tr>
<tr>
<td>BLIA</td>
<td>0.3014 0.4155</td>
<td>0.3777** 0.5124**</td>
</tr>
<tr>
<td>Locus</td>
<td>0.3289 0.4380</td>
<td>0.4217** 0.5514**</td>
</tr>
</tbody>
</table>

* p-value < 0.05, ** p-value < 0.01, ↑ increased, ↓ decreased

Table 5 shows project-wise performance results after applying version matching. Compared to Table 3, Locus shows the best MAP on average (0.4368) and takes the highest MAP for the most number (24) of projects. BRTracer yields the highest MRR values for the most number (+13) of projects and the best average MRR value across all projects.

The results can be interpreted in different ways. First, single version matching often makes the search space larger than an actual version corresponding to a target report since the matching strategy uses the latest version as the search space; Developers tend to add more files rather than removing them as a program is updated. Second, target files can be missed in the latest version. Since some files can be removed from a project after revisions, the target files that IRBL techniques need to identify might be missing in the latest version when using single version matching. The results of this study imply that the evaluation/execution of IRBL techniques should apply multiple version matching. Existing studies have evaluated their techniques by using single version matching because it makes the evaluation simpler. However, this degrades the achievement of the IRBL techniques. In addition close to the real application setting.

4.4 RQ3: Test File Inclusion

This section reports the performance differences between two strategies of test file inclusion. Following the procedure of identifying test code files described in Section 3.5, we filter out test files from both of the real application setting and a set of target files that IRBL techniques need to find. Then, we run each IRBL techniques on the subjects with the multiple version matching strategy. The aggregated results of MAP/MRR are summarized in Table 6 while project-wise performance is listed in Table 8.

As shown in Table 6, excluding test code files results in a negative effect on the overall performance of IRBL techniques. For a half (BugLocator, BRTracer, and BLIA) of the techniques, it slightly improved MAP (by 0.098, 0.149, and 0.125, respectively) while the values are decreased for another half (BLUR, Amalgam, and Locus) by -0.02, -0.024, and -0.071, respectively. The test exclusion strategy constantly makes a negative effect for MRR of all IRBL techniques, ranged from -0.0396 to -0.0512.

Project-wise results (Table 8) also show the performance degradation. While Locus achieves the best MAP on average in the previous experiment (see Table 5), BRTracer shows the best MAP and MRR values on average as shown in Table 8. The number of best-performing projects is also decreased for Locus (in case of MAP, from 24 to 16 projects).

Table 6: Summary of comparison between test file inclusion strategies (aggregated results with multiple version matching).

<table>
<thead>
<tr>
<th>Technique</th>
<th>Test files included</th>
<th>Test files excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td>BugLocator</td>
<td>0.3713 0.5075</td>
<td>0.3811** 0.4647**</td>
</tr>
<tr>
<td>BRTracer</td>
<td>0.3992 0.5526</td>
<td>0.4114** 0.5900**</td>
</tr>
<tr>
<td>BLUR</td>
<td>0.3623 0.4882</td>
<td>0.3603** 0.4483**</td>
</tr>
<tr>
<td>Amalgam</td>
<td>0.3657** 0.4840</td>
<td>0.3420** 0.4159**</td>
</tr>
<tr>
<td>BLIA</td>
<td>0.3777 0.5124</td>
<td>0.3902** 0.4728**</td>
</tr>
<tr>
<td>Locus</td>
<td>0.4217 0.5514</td>
<td>0.4146** 0.5002**</td>
</tr>
</tbody>
</table>

* p-value < 0.05, ** p-value < 0.01, ↑ increased, ↓ decreased

There might be several reasons for the above results. First, test code files would contain many common words written in bug reports. It is a common conjecture that a smaller search space would produce better recommendation results (e.g., excluding test code files would contain many common words written in bug reports).
However, it turns out that test files can be ranked in higher places and may help bug localization even though they can make the search space larger. This indicates that test files contain many tokens appearing in bug reports. Second, more vulnerable files are tested more. Developers tend to write test cases earlier and change frequently if a file is vulnerable to bugs. Thus, test files for the file would contain tokens well-describing some specific symptoms and causes; IRBL techniques can identify them easily. Third, some test files include test cases of multiple classes and methods. This might happen when developers write a monolithic test code. Thus, it is necessary to change the test files for any bug is fixed.

Test code files should be included in the search space of IRBL techniques. Those files may contain more test tokens relevant to the user’s perspective (i.e., tokens in bug reports) than other code files. Since test files are eventually connected to production files, including test files would help the bug localization process. Note that the evaluation of Locus filtered out test files [45] since they assumed that those test files can cause bias and noise in the results of their tool. The bias is also related to the version matching strategy as the single version matching strategy can result in the inclusion of files created at a bug is reported. However, including test files does not interfere bug localization if it is with multiple (and correct) version matching. In fact, it slightly improves the performance of IRBL techniques.

### 4.5 On the impact of test file inclusion

With a correct version matching strategy, including test files does not make bias or noise in the evaluation of IRBL techniques.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Master</th>
<th>Duplicate</th>
<th>Master + Duplicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BugLocator</td>
<td>MAP</td>
<td>MRR</td>
<td>MAP</td>
</tr>
<tr>
<td>0.3893</td>
<td>0.9011</td>
<td>0.3257</td>
<td>0.4667</td>
</tr>
<tr>
<td>BRTracer</td>
<td>0.3852</td>
<td>0.5080</td>
<td>0.3776</td>
</tr>
<tr>
<td>BLUR</td>
<td>0.3159</td>
<td>0.4540</td>
<td>0.4204</td>
</tr>
<tr>
<td>Amalgam</td>
<td>0.3202</td>
<td>0.4581</td>
<td>0.2829</td>
</tr>
<tr>
<td>Locus</td>
<td>0.2915</td>
<td>0.4707</td>
<td>0.2871</td>
</tr>
</tbody>
</table>

*p-value < 0.05, **p-value < 0.01, ↑ increased, ↓ decreased

### 4.6 RQ4: Potential Contribution of Duplicate Bug Reports

Considering collected < M, D > pairs (cf. Section 3.2) in our subjects, we compute MAP and MRR values of three sets of reports: (1) master reports of < M, D > pairs, (2) duplicate reports of the pairs, and (3) master+duplicate reports (M+D) by applying IRBL techniques. To build M+D, we concatenate the text of master and duplicate reports in sequence for each pair.

Table 7 shows the results. Note that the performance results in the first column (for Master) are different from overall performance found initially for fixed bug reports (cf. Table 2) because, in this experiment, we only consider master reports that have duplicates.

All six IRBL techniques produced less MAP and MRR values for master or duplicate reports than when combining master and duplicate reports. As shown in the rightmost column in Table 7, MAP and MRR values are increased except for MAP of BugLocator and BRTracer. The difference of MAP and MRR are ranged from -0.007 to +0.017 and +0.013 to +0.031, respectively, although the differences are not statistically significant. This finding is consistent with the general study of Bettenburg et al. [3], which reported that duplicate bug reports often provide useful information (on average 40% more than master reports). On the other hand, we observe cases where duplicate reports actually yield degraded performances (with BLUR and Amalgam) where differences with master reports are statistically significant.

### 4.7 On leveraging duplicate bug reports

We have found that, in general, reports tagged as duplicate are less relevant for localizing buggy files than the associated master report. Nevertheless, duplicate reports bring along additional tokens that can complement master bug reports and guarantee a minimum level of performance.

### 5 DISCUSSION

#### 5.1 Execution Time

In practice, IRBL technique adoption is not only influenced by the performance that it can deliver but also the execution time. We measure the execution time of each technique for each subject. Table 9 shows a summary of the execution time of the six techniques; the result of each technique is the aggregated value of all versions.
in the subject. Note that Amsterdam’s execution time is computed by adding BLUIR’s time and Amsterdam’s pure execution time since Amsterdam uses the results of BLUIR.

BugLocator and BRTracer need less time (15 min on average) to execute than the rest. BLUIR, Amsterdam, and BRTracer took slightly more time (22, 24, and 21 min on average, respectively) than the first two techniques. Running Locus requires significantly more time (373 min on average). Based on our inspection, the original implementation of Locus has a performance issue due to text concatenation in the middle of its execution. We fixed the issue and confirmed that it can significantly improve the performance. However, we do not report here since the goal of this study is to reproduce the results of the original implementations.

Overall, for all six techniques, the execution time is proportional to the number of bug reports in a subject. BLUIR’s analysis time is higher than BugLocator and BRTracer due to its use of Indri [39], an open source IR toolkit, which accounts for most of the execution time. Considering revision history incurs more overhead for Amsterdam, BRTracer, and Locus. The low runtime performance of Locus is mainly due to change hunk scanning as the technique leverages hunk-level change information even for file-level bug localization.

5.2 Threats to Validity

External validity: Our study examines only Java subjects as listed in Table 1. However, the same process in the study can be applied to other subjects implemented by another programming language. Another threat to the validity of our study is that our subjects are all based on an open source development model. The practice in the software industry may involve projects with specific characteristics that may be even more suitable (or in contrast unsuitable) for IRBL techniques. The provided replication package should help practitioners validate IRBL techniques in their context.

Internal validity: We use the Mann-Whitney U test [26] to examine statistical significance. This method may, however, present limitations. Nevertheless, the methods are commonly used in the literature to figure out the significance.

6 RELATED WORK

Bug localization techniques. Topic modeling and semantic analysis are common techniques used in IRBL. PROMESIR [34] utilizes Latent Semantic Analysis (LSI) [9] to identify buggy files. Lukins et al. [25] adopted Latent Dirichlet Allocation (LDA) [7] to their approach that models source code topics and showed its effectiveness with a small number of case studies. BugScout [30], on the other hand, builds topic models for both source code and bug reports and compares their distribution to locate files to fix a bug.

Stack traces are regarded as a promising information source in bug localization. Wong et al. proposed a BRTracer [46] which further considers stack traces in similarity scores. Lobster [29] also uses stack traces to compare with code elements in source code files. CrashLocator [48] focuses more on stack traces together with function call graphs.

Other IRBL techniques consider machine learning. Ye et al. [51] proposed a learning-to-rank approach to bug localization based on features representing the degree of suspiciousness. Kim et al. [18] dealt with bug report quality to improve bug localization with a two-phase model focusing on high-quality bug reports.

IRBL-related studies. Closely related to our work, Le et al. [22, 23] have proposed a study where they attempt to predict whether the ranked list produced by a bug localization tool is likely to be relevant to the given bug. They extract various textual and metadata features from 3 old projects and test on two IRBL techniques. They indeed find that it is possible, to some extent, to predict the effectiveness of the considered techniques. Our work is a generalized and large-scale investigation into the question of IRBL performance.

Wang et al. [43] have conducted an analytical study and a user study on IRBL techniques to assess their usefulness. Focusing on a single technique, BugLocator, and four common projects from previous studies, they report that the information needed for IR-based techniques to be effective is often not available in bug reports.

7 CONCLUSION

We presented a comprehensive reproducibility analysis of state-of-the-art IR-based bug localization techniques as a contribution to the community towards (1) demonstrating the actual performance of current approaches, (2) providing an updated benchmark for furthering this research field, and (3) showing the performance variations of different evaluation strategies.

Our reproducibility study have yielded several findings for the practice and research around bug localization. Overall, while IRBL approaches exhibit similar performance scores, subjects are not all equivalently adapted for each technique. All techniques are not overfitted to outdated subjects and perform better for up-to-date subjects as well. In contrast to the common belief, including test cases does not degrade the performance and, rather, even improves localization results. In addition, we reveal a potential research direction that leveraging duplicate reports together would enhance the performance of IRBL techniques.

Our future work will include (1) investigating relationships between project/report/file characteristics and the performance of different IRBL techniques (cf. D&C approach [19]), (2) building a decision model that predicts which IRBL technique performs better than others for a given project of file, and (3) improving preprocessing steps of IRBL techniques to reduce noise.

We provide a replication package with datasets and scripts as Bench4BL, at https://github.com/exatoa/Bench4BL.
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